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● Machine Learning / Statistical Learning:
○ Machine learning: A broad discipline that 

focuses on how computers can learn from data
○ Statistical learning: A branch of artificial 

intelligence that focuses on turning raw data 
into actionable information. Statistical learning 
theory is a framework that uses statistical and 
functional analysis to build models that can 
make predictions and draw conclusions from 
data

● Neuron: 
○ A collection of a set of inputs, a set of weights, 

and an activation function. 
○ It translates these inputs into a single output.

● Deep Learning:
○ Type of machine learning based on artificial 

neural networks in which multiple layers of 
processing are used to extract progressively 
higher level features from data

Neuron
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● LLM: 
○ Large Language Model
○ Form of Deep learning on NLP 

(Natural Language Processing)
● Generative AI: 

○ A type of AI that uses generative 
models to create new content, such 
as text, images, videos, music, and 
audio

○ Based off an LLM (example: 
ChatGPT3.5)

● Neuron Activation
○ Non-linear function that we apply 

over the input data coming to a 
particular neuron and the output 
from the function will be sent to the 
neurons present in the next layer as 
input

○ A Path of Neurons
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● Client
○ Dr. Ali Jannesari/ISU SwAPP Lab

● Abstract
○ Focus on auto-labeling code datasets using AST tools, 

regular expressions, and LLM-generated labels.
● Goal

○ Deepen the understanding of LLMs and generative AI 
by analyzing neuron activations and applying metrics 
and heuristics. The project will also unify two existing 
code bases into a flexible and scalable framework that 
can be deployed seamlessly across Colab, local 
environments, and HPC clusters.

Project Overview
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● Users
○ Researchers

■ ML Engineers / Researchers
■ Prompt Engineers / Researchers
■ Computer Scientists

○ Students
■ Graduate Students
■ Undergraduate Students

○ Industry Professionals 
● We aim to include students, researchers, and industry professionals 

as key users. Our documentation will prioritize accessibility and 
clarity for all experience levels, while the codebase will remain 
flexible and scalable to meet both academic and industry needs.

Project Overview - Continued 
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Artifacts - Gantt Chart
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Artifacts - Detailed Design
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Artifacts - Product Research 
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Artifacts - Product Research (cont.) 
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Current Suitability:

● Enhances interpretability of code-trained LLMs for users like software engineers and data scientists.
● Provides a user-friendly web interface for visualizing clustering results and evaluation metrics.
● Empowers users to understand how models perceive code patterns, increasing trust and usability.

Potential Improvements:

● User Feedback Loop:
○ Allow users to flag or label misinterpreted clusters.
○ Improve model alignment with human understanding.

● Accessibility Features:
○ Add customizable views and color-blind friendly options.
○ Include detailed tooltips for better user experience.

● Documentation and Tutorials:
○ Provide onboarding tutorials for new users.
○ Enhance support through comprehensive documentation.

Human - Addressing User Needs
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Advantages Over Existing Solutions:

● Cost Efficiency:
○ Utilizes open-source tools and models, reducing licensing fees.

● Customization Potential:
○ Flexible approach adaptable to various code datasets.

● Improved Accuracy:
○ Auto-labeling pipeline offers detailed, domain-relevant tags.
○ Potentially better alignment scores for specific code properties.

Drawbacks and Mitigations:

● High Initial Setup Complexity:
○ Mitigation:  Simplify setup with step-by-step instructions and pre-trained models.

● Limited Direct Support:
○ Mitigation:  Establish community support or partner with university labs.

Economic - Comparison with Existing Solutions
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Internal Complexity:

● Advanced Clustering Algorithms:
○ Demonstrates expertise in machine learning and clustering methods.

● Auto-Labeling Pipeline Integration:
○ Combines AST parsing, regular expressions, and LLMs.
○ Requires deep technical knowledge of multiple components.

External Complexity:

● Interoperability with Diverse Datasets:
○ Develops preprocessing modules for various code structures.
○ Showcases ability to design scalable, adaptable solutions.

● Scalable Evaluation Framework:
○ Establishes robust metrics applicable across multiple datasets.
○ Enables consistent and comparative analysis.

Technical - Justifying Complexity


