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● Machine Learning / Statistical Learning:
○ Machine learning: A broad discipline that 

focuses on how computers can learn from data
○ Statistical learning: A branch of artificial 

intelligence that focuses on turning raw data 
into actionable information. Statistical learning 
theory is a framework that uses statistical and 
functional analysis to build models that can 
make predictions and draw conclusions from 
data

● Neuron: 
○ A collection of a set of inputs, a set of weights, 

and an activation function. 
○ It translates these inputs into a single output.

● Deep Learning:
○ Type of machine learning based on artificial 

neural networks in which multiple layers of 
processing are used to extract progressively 
higher level features from data

Neuron
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● LLM: 
○ Large Language Model
○ Form of Deep learning on NLP 

(Natural Language Processing)
● Generative AI: 

○ A type of AI that uses generative 
models to create new content, such 
as text, images, videos, music, and 
audio

○ Based off an LLM (example: 
ChatGPT3.5)

● Neuron Activation
○ Non-linear function that we apply 

over the input data coming to a 
particular neuron and the output 
from the function will be sent to the 
neurons present in the next layer as 
input

○ A Path of Neurons



Unit or Department Name Here

● Client
○ Dr. Ali Jannesari/ISU SwAPP Lab

● Abstract
○ Focus on auto-labeling code datasets using AST tools, 

regular expressions, and LLM-generated labels.
● Goal

○ Deepen the understanding of LLMs and generative AI 
by analyzing neuron activations and applying metrics 
and heuristics. The project will also unify two existing 
code bases into a flexible and scalable framework that 
can be deployed seamlessly across Colab, local 
environments, and HPC clusters.

Project Overview
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● Users
○ Researchers

■ ML Engineers / Researchers
■ Prompt Engineers / Researchers
■ Computer Scientists

○ Students
■ Graduate Students
■ Undergraduate Students

○ Industry Professionals 
● We aim to include students, researchers, and industry professionals 

as key users. Our documentation will prioritize accessibility and 
clarity for all experience levels, while the codebase will remain 
flexible and scalable to meet both academic and industry needs.

Project Overview - Continued 
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Prototype: Clustering Module

● Integrated initial versions of K-means and Agglomerative Clustering algorithms.
● Tested clustering on extracted activation data.

Prototype - Overview
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● Purpose of Prototype
○ Validate the feasibility of our modular design approach.
○ Identify challenges in integrating different components.
○ Gather initial performance metrics and user feedback.

● Fit in Design Story
○ Serve as foundational components for our latent concept analysis library.
○ Lay the groundwork for advanced features like automated labeling and visualization.

● Learning Objectives
○ Assess compatibility of technologies
○ Evaluate performance of clustering algorithms on large datasets.
○ Understand user needs for model selection and data input.

Prototype - Overview
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Directory Structure

Prototype - Demo (Code Run Through)



Unit or Department Name Here

Agglomerative Clustering

Prototype - Demo (Code Run Through)
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K-Means Clustering

Prototype - Demo (Code Run Through)
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Leaders Clustering

Prototype - Demo (Code Run Through)
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● Performance Optimization
○ Enhance activation extraction efficiency via batch processing and parallelization.
○ Optimize clustering algorithms for handling high-dimensional data.

● Future Development
○ Integrate automated labeling using LLMs and DSPY2.
○ Develop the alignment and metrics evaluation module.
○ Expand analysis and visualization tools for deeper insights.

Prototype - Implications


